Generalized Solutions of Volterra Integral Equations of the First Kind
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Abstract. Volterra integral equations of the first kind are studied in terms of generalized functions. The solutions consist of singular and regular components which can be constructed separately. The singular component is constructed as solution of the special linear algebraic system. The regular component is constructed as solution of the special Volterra integral equation of the third kind.
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1. Introduction

Various important problems in electrical engineering [3], in modeling of dynamic impulse systems [11], and in nonlinear dynamic systems identification [6], [2] can be treated in terms of the Volterra integral equations of the first kind which does not have classical continuous solutions. In some cases solutions of the algebraic-differential equations and differential-operator equations with irreversible operator in main part can be also represented as generalized solution of the Volterra integral equations of the first kind. The reader may see chapter 5 in the monograph [8] for details.

In many instances solutions in classes of generalized functions have strict physical interpretations, e.g. see the monographs [10], [3]. Consequently, the problems of existence, deriving and numeric computation of generalized solutions of the Volterra integral equations of the first kind are of interest to both mathematical and engineering communities.

In this paper we concentrate on the structure of the generalized solutions to outline the main steps of the algorithm.
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Let us consider the Volterra integral equation of the first kind

\[ \int_0^t K(t, s)x(s)ds = f(t), \ t \geq 0, \]  

where \( K(t, s) \) and \( f(t) \) are infinitely differentiable functions. If \( f(0) \neq 0 \), then equation (1.1) does not have classic solutions. In order to fulfill such requirements we will look for the solution in the distribution space \([10]\). Distribution space provides existence of solution and follows the physical sense of the problem \([10]\). For example, the special combination of Dirac functions with deviating arguments can be exploited as test signals for identification of nonlinear dynamical systems \([6]\), \([2]\), \([1]\). In this case it is useful to construct generalized solutions of the Volterra equations \([1]\). Generalized solution is the basis of mathematical models formulated in terms of impulses theory \([11]\). Various well-known electrical engineering problems \([3]\) can be formulated in terms of impulses theory.

Generalized solutions of the Volterra integral equations of the first kind were studied in papers \([5]\), \([9]\), \([7]\). In paper \([4]\) and in monograph \([8]\) the generalized solutions of the singular differential-operator equations are considered. In these cases such equations are reducible to the Volterra integral equations of the first kind.

We continue these studies in this paper and generalize our results \([9]\), \([7]\).

2. Problem statement

For any function \( K(\tau, t) \in C^\infty(R^2) \) and for any generalized function \( x(t) \in D'_+ \) \([10]\) we define new generalized function \( \left[ \Theta(t) \ast K(\tau, t)x(t) \right]_{\tau=t} \). This function operates on the base of functions \( \phi(t) \in D(R^1) \) and follows the rule:

\[
(\Theta(t) \ast K(\tau, t)x(t))|_{\tau=t}, \phi(t) = (x(t), \int_0^\infty K(\tau, t)\phi(\tau)d\tau),
\]

where

\[
\Theta(t) = \begin{cases} 
1, & t \geq 0 \\
0, & t < 0
\end{cases}
\]

Function

\[
\psi(t) = \int_0^\infty K(\tau, t)\phi(\tau)d\tau
\]
does not belong to the class \( D(R^1) \) due to \( \text{supp} \psi(t) = (-\infty, \tau_1] \), where \( \tau_1 = \sup (\text{supp} \phi(\tau)) \). But equality (2.1) is correct because we suppose \( \text{supp} x(t) \subset [0, +\infty) \). Hence set \( \text{supp} x(t) \cap \text{supp} \psi(t) \) is bounded.

In that case function \( \psi(t) \) can be replaced with the finite function

\[
\psi_1(t) = \int_0^\infty K_1(\tau, t)\phi(\tau)d\tau,
\]
where \( K_1(\tau, t) \in D(R^2), K_1(\tau, t) = K(\tau, t) \) on the set \( \{(\tau, t)|t, \tau \in [0, \tau_1]\} \). Then on this set \( \psi_1(t) = \psi(t) \) and the value of the function \( x(t), \psi_1(t) \) is defined. This value does not depend on selection of the function \( K_1(\tau, t) \) outside the stated set. Functional \( (\Theta(t) * K(\tau, t)x(t))|_{\tau=t} \) belongs to \( D'_+ \), since the linearity follows from the properties of integral and functional \( x(t) \in D'_+ \). Let us proof the continuity. If \( \phi_k(\tau) \to 0 \) in \( D(R^1) \), then \( \exists R > 0 : \text{supp} \phi_k(\tau) \subset [-R, R] \) for \( \forall k \in N \). Let \( K_1(\tau, t) \in D(R^2), K_1(\tau, t) = K(\tau, t) \) on the set \( \{(\tau, t)|t, \tau \in [0, R]\} \). Then the sequence

\[
\psi^k_1(t) = \int_{t}^{\infty} K_1(\tau, t)\phi_k(\tau)d\tau \to 0 \text{ in } D(R^3).
\]

From this follows \( (x(t), \psi^k_1(t)) \to 0 \). If \( \text{supp} \phi(\tau) \subset (-\infty, 0) \), then \( \text{supp} \psi(t) \subset (-\infty, 0) \) and \( \text{supp} x(t) \cap \text{supp} \psi(t) = \emptyset \). Hence

\[
\text{supp} ((\Theta(t) * K(\tau, t)x(t))|_{\tau=t}) \subset [0, +\infty).
\]

**Remark 2.1.** If \( x(t) \in D'_+ \) is regular generalized function, i.e. \( x(t) = u(t)\Theta(t) \), where \( u(t) \) is locally integrable then

\[
((\Theta(t) * K(\tau, t)x(t))|_{\tau=t}, \phi(t)) = \int_{0}^{\infty} u(t) \int_{t}^{\infty} K(\tau, t)\phi(\tau)d\tau dt
\]

\[
= \int_{0}^{\infty} \left( \int_{0}^{t} K(\tau, t)u(t)dt \right) \phi(\tau)d\tau
\]

\[
= \left( \int_{0}^{t} K(t, s)u(s)ds \right)\Theta(t), \phi(t),
\]

i.e.

\[
(\Theta(t) * K(\tau, t)x(t))|_{\tau=t} = \int_{0}^{t} K(t, s)u(s)ds\Theta(t).
\]

**Remark 2.2.** If \( x(t) = \delta^{(m)}(t) \) then

\[
(\Theta(t) * K(\tau, t)\delta^{(m)}(t))|_{\tau=t} = (-1)^{m} \frac{\partial^{m} K(t, 0)}{\partial s^{m}} \Theta(t) +
\]

\[
+ \sum_{i=0}^{m-1} (-1)^{i} \sum_{l=0}^{i} C_{m-i-l}^{l} \frac{\partial^{i} K(0, 0)}{\partial t^{i-l}\partial s^{l}} \delta^{(m-1-i)}(t).
\]

(2.2)

In fact

\[
\left. \left( (\Theta(t) * K(\tau, t)\delta^{(m)}(t))|_{\tau=t}, \phi(t) \right) \right|_{t=0} = (-1)^{m} \left. \frac{d^{m}}{dt^{m}} \int_{t}^{+\infty} K(\tau, t)\phi(\tau)d\tau \right|_{t=0}
\]
\[ (-1)^m \left( \int_0^{+\infty} \frac{\partial^m}{\partial t^m} K(\tau, t) \cdot \phi(\tau) d\tau - \sum_{j=1}^{m} \frac{d^{m-j}}{dt^{m-j}} \left( \left. \left( \frac{\partial^{j-1} K(\tau, t)}{\partial \tau^{j-1}} \phi(\tau) \right) \right|_{\tau=t} \right) \right) \right|_{t=0} \]

\[ = (-1)^m \int_0^{+\infty} K_{0m}(\tau, 0) \phi(\tau) d\tau + \]

\[ + (-1)^{m+1} \sum_{i=0}^{m-1} \sum_{j=1}^{i+1} C_{m-j}^{m-1-i} \left( \frac{d^{i+j}}{dt^{i+j}} K_{0j}(t, t) \right) \right|_{t=0} \cdot \phi^{m-1-i}(0) \]

\[ = (-1)^m \int_0^{+\infty} K_{0m}(\tau, 0) \phi(\tau) d\tau + \]

\[ + (-1)^{m+1} \sum_{i=0}^{m-1} \sum_{j=0}^{i} C_{m-j}^{m-1-i} \left( \frac{d^{i-j}}{dt^{i-j}} K_{0j}(t, t) \right) \right|_{t=0} \cdot (-1)^{m-1-i} (\delta^{(m-1-i)}(t), \phi(t)), \]

but

\[ \sum_{j=0}^{i} C_{m-j}^{m-1-i} \left( \frac{d^{i-j}}{dt^{i-j}} K_{0j}(t, t) \right) \right|_{t=0} = \sum_{i=0}^{m} C_{m-i}^{i} C_{m-i}^{i} K_{i-t}(0; 0). \]

Now let us come back to equation (1.1). Let \( x(t) \in C_{[0,t]} \) is the solution of equation (1.1). If function \( x(t) \) is continued by zero for \( t < 0 \), then it is the generalized solution of equation

\[ \left( \Theta(t) \ast K(\tau, t)x(t)\Theta(t) \right) \right|_{\tau=t} = f(t)\Theta(t). \]

Definition (2.1) is used here.

We call the problem of construction of the solution \( x(t) \in D'_+ \) of the equation

\[ (\Theta(t) \ast K(\tau, t)x(t)) \right|_{\tau=t} = f(t)\Theta(t), \]

as problem of solvability of initial equation (1.1) in the class \( D'_+ \).

3. Generalized solutions construction

Now let us introduce the basic condition to be used below

(A) \( K_{t}^{(i)}(t, s)|_{s=t} = 0, \ i = 0, 1, ..., n - 1, \)

\( K_{t}^{(n)}(t, s)|_{s=t} \sim at^n, \ a \neq 0 \) for \( t \to 0, m \geq 0. \)

Taylor formula gives us \( K(t, s) = (t - s)^n Q(t, s), \ K_{t}^{(n)}(t, s)|_{s=t} = n!Q(t, t), \) where

\[ Q(t, s) = Q_1(t, s) + \sum_{i+k=m} a_{ik} t^i s^k, \]

\[ Q_1(t, t) = 0, \ \sum_{i+k=m} a_{ik} = a. \]

If \( K(t, s) \) is not a convolution, then we can consider the most interesting case \( m \geq 1. \)

In this case the conditions of existence and uniqueness of the generalized solutions
of equation (1.1) are not well studied. We follow the paper [9] and look for the solution as the following series

\[ x = c_0 \delta(t) + ... + c_n \delta^{(n)}(t) + u(t)\Theta(t), \]

where \( \delta(t) \) is the Dirac function and \( u(t) \) is regular function.

Due to formula (2.2) and condition (A) for \( j \leq n \) the following equalities are correct

\[ (\Theta(t) * K(\tau, t)\delta^{(j)}(t))|_{\tau=t} = (-1)^j K^{(j)}_{s_j}(t, 0)\Theta(t). \]

From these equalities follows that regular item \( u(t) \) should satisfy the equation

\[ \int_0^t K(t, s)u(s)ds = F(t, c), \]

where

\[ F(t, c) = f(t) - \sum_{j=0}^n (-1)^j K^{(j)}_{s_j}(t, 0)c_j. \]

Let vector \( c = (c_0, ..., c_n)' \) satisfies the equalities

\[ \sum_{j=0}^n (-1)^j \frac{\partial^{i+j} K(0, 0)}{\partial t^i \partial s^j} c_j = f^{(i)}(0), \quad i = 0, 1, ..., n. \]

Then equation (3.2) is an equivalent of the Volterra integral equation of the third kind:

\[ n!Q(t, t)u(t) + \int_0^t \frac{\partial^{n+1} K(t, s)}{\partial t^{n+1}} u(s)ds = F^{(n+1)}(t, c), \]

where \( Q(t, t) \sim at^m \). For existence of the regular solution \( u(t) \) of equation (3.5) due to condition (A) it is necessary the equality \( F^{(n+i)}_{s_{n+1}}(0, c) = 0, \quad i = 1, ..., m \) to be hold.

That is the reason why the sought vector \( c \) should satisfy the following system

\[ \sum_{j=0}^n (-1)^j \frac{\partial^{i+j} K(0, 0)}{\partial t^i \partial s^j} c_j = f^{(i)}(0), \quad i = 0, 1, ..., n + m. \]

If system (3.6) is not solvable, then equation (1.1) does not have the generalized solutions (3.1) with singularity order \( n \).

**Lemma 3.1.** Let the following conditions be fulfilled

\[ \frac{\partial^{n+m} K(0, 0)}{\partial t^i \partial s^{m+n-i}} \neq 0, \quad i = m, m+1, ..., m+n, \]

\( Q_1(t, s) = 0, \) condition (A) and \( f^{(i)}(0) = 0, \quad i = 0, 1, ..., m - 1. \) Then system (3.6) has unique solution.
To prove this lemma it is enough to note that system (3.6) in the conditions of this lemma is following

\[\sum_{j=0}^{n} (-1)^j \frac{\partial^{m+k+j} K(0,0)}{\partial t^{m+k} \partial s^j} c_j = f^{(m+k)}(0), \quad k = 0, 1, \ldots, n.\]

In this system the matrix is low triangular and

\[|\det \Delta| = \prod_{i=0}^{n} \left| \frac{\partial^{m+n} K(0,0)}{\partial t^{m+i} \partial s^{n-i}} \right| \neq 0.\]

**Remark 3.1.** Lemma 3.1 is still correct if \(Q(t,s) = \sum_{i,k} a_{ik} t^i s^k\) where \(a_{ik} = 0\) for \(i + k \leq m - 1, \quad i \leq m - 1, \quad k \leq n.\)

Let vector \(c\) satisfies system (3.6). Then \(\forall t\) we have

\[\sum_{i=0}^{m+n} \left( \sum_{j=0}^{n} \frac{\partial^{i+j} K(0,0)}{\partial t^i \partial s^j} c_j - f^{(i)}(0) \right) \frac{t^i}{i!} = 0\]

and we can rewrite the right hand side of equation (3.2) as follows

\[F(t,c) = f(t) - \sum_{i=0}^{n+m} f^{(i)}(0) \frac{t^i}{i!} - \sum_{j=0}^{n} (-1)^j \left( \frac{\partial^j K(t,0)}{\partial s^j} - \sum_{i=0}^{n+m} \frac{\partial^{i+j} K(0,0) t^i}{i!} \right) c_j.\]

Due to the foregoing formulae on the base of Taylor formula we have \(F(t,c) = O(t^{n+m+1})\). Finally

\[\lim_{t \to 0} \frac{F^{(n+1)}(t,c)}{Q(t,t)} = 0,\]

if \(Q_1(t,s) = 0\).

In addition, due to condition (A) in the area \(0 < s \leq t \leq t_0\) we can guarantee the following estimate:

\[\frac{\partial^{n+1} K(t,s)}{\partial t^{n+1}} = O\left(\frac{1}{t}\right)\]

Integral equation (3.5) has the regular singularity in zero due to estimate (3.9).

Further, let the homogeneous equation which corresponds to equation (1.1) has only zero solution. The formal solution of integral equation (3.5) can be constructed in the form of series

\[u(t) \sim \sum_{i=1}^{\infty} u_i t^i\]

by the method of unknown coefficients.

**Remark 3.2.** Due to condition (A) for \(Q_1(t,s) = 0\) we have

\[\frac{\partial^{n+1} K(t,s)}{\partial t^{n+1}} = \sum_{i+k=m-1} b_{ik} t^i s^k + O((t+s)^m).\]
Then uniqueness of the solution of the homogeneous equation is equivalent of the condition

$$a + \sum_{i+k=m-1} b_{ik} \frac{1}{k+l} \neq 0$$

for \( l = 0, 1, \ldots \)

**Theorem 3.1.** Let the homogeneous equation which correspond to equation (1.1) has only zero formal solution (3.10) and the conditions of Lemma 3.1 are fulfilled. Then equation (1.1) has the unique solution (3.1) in the class \( D'_+ \).

**Proof.** We define the vector \( c \) in expansion (3.1) from system (3.7) by substituting it in the right hand side of equation (3.5). We can find \( N \) first coefficients \( u_i \) of formal solution (3.10).

Let \( u = \sum_{i=1}^{N} u_i t^i + v(t) \) in equation (3.5). Then to define \( v(t) \) we get the integral equation

$$v(t) + \int_0^t L(t, s)v(s)ds = b(t),$$

where

$$L(t, s) = \frac{K_{n+1}^{(n+1)}(t, s)}{n!Q(t, t)},$$

$$b(t) = \frac{F^{(n+1)}(t, c)}{n!Q(t, t)} - \sum_{i=0}^{N} (u_i t^i + \int_0^t L(t, s)u_i s^i ds).$$

Taking into account (3.9) we can note that \( b(t) = O(t^{N+1}) \). Kernel \( \frac{c}{t} \), \( c > 0 \) has the resolvent \( \frac{c}{t} \). Because of estimate (3.9) the kernel \( L(t, s) \) in the area \( 0 < s \leq t \leq t_0 \) for small enough \( t_0 \) also has resolvent \( R(t, s) \) with similar estimate. But in this case for a big enough \( N \) the integral \( \int_0^t R(t, s)b(s)ds \) is converging and we can define function \( v(t) \) by known formula

$$v(t) = b(t) + \int_0^t R(t, s)b(s)ds.$$

\[\square\]

**Remark 3.3.** If the conditions of Theorem 3.1 are fulfilled and \( f^{(i)}(0) = 0, i = m, \ldots, m+n \), then \( c_0 = \ldots = c_n = 0 \) and solution (3.1) is classical.

Now we consider the generalized solutions of equation (1.1) for \( \sum_{i=0}^{m+n} |f^{(i)}(0)| \neq 0 \).

We will proof that in this case the generalized solutions with the highest singularity order can exist.

We use the following condition below

$$\partial^{i+j} K(0, 0) = \begin{cases} 
\text{null}, & 0 \leq i + j \leq n + m - 1 \\
\text{non - null}, & i + j = n + m 
\end{cases}$$

(B)
If condition (A) is fulfilled then
\[ Q(t, s) = \sum_{i+k \geq m} a_{ik} t^i s^k. \]

We look for the solution of equation (1.1) as follows
\[ x(t) = c_0 \delta(t) + ... + c_{n+m} \delta^{(n+m)}(t) + u(t) \Theta(t). \]

The vector \((c_0, ..., c_{n+m})'\) can be defined from the system
\[ \Xi c = \beta, \]
where
\[ \Xi = \left\| (-1)^j \frac{\partial^{i+j} K(0, 0)}{\partial t^i \partial s^j} \right\|_{i,j=0,n+m}, \]
\[ \beta = (f(0), f'(0), ..., f^{(n+m)}(0))'. \]

Due to condition (B) matrix \( \Xi \) of system (3.6) is lower triangular and nonsingular.

To define the regular component \( u(t) \) we again have equation (3.2) where \( F(t, c) = f(t) - \sum_{j=0}^{n+m} (-1)^j K^{(j)}(t, 0)c_j. \)

The solution \( c \) of system (3.12) for \( \forall t \) obviously satisfies the equality
\[ \sum_{j=0}^{n+m} (-1)^j \sum_{i=n+m-j}^{n+m} \frac{\partial^{i+j} K(0, 0)}{\partial t^i \partial s^j} \frac{t^i}{i!} c_j = \sum_{i=0}^{n+m} f^{(i)}(0) \frac{t^i}{i!}. \]

From condition (A), \( F^{(n+1)}(t, c) = O(t) \) and from the aforesaid proof of Theorem 3.1 we have the following theorem.

**Theorem 3.2.** Let the homogeneous equation which correspond to equation (1.1) has only zero solution and conditions (A) and (B) are fulfilled. Then for \( \forall f(t) \in C^\infty[0, t_0) \) equation (1.1) has the unique generalized solution (3.11).

**Remark 3.4.** If the conditions of the Theorem 3.2 are fulfilled and \( f(0) = f'(0) = ... = f^{(m-1)}(0) = 0 \) then \( c_{n+1} = ... = c_{n+m} = 0 \) and the result of the Theorem 3.1 is obtained.

4. **Remark on the families of parametric generalized solutions**

Let the conditions of Theorem 3.2 are fulfilled and some of \([n + m]t\)h derivatives of the kernel \( K(t, s) \) in the point \((0,0)\) are zeros. Then matrix \( \Xi \) in system (3.12) is degenerate. If in this case system (3.12) remains solvable then equation (1.1) has \( n + m + 1 - r \) parametric family of generalized solutions (3.11) where \( r = \text{rank} \Xi. \)

If in this case we allow homogeneous equation of (1.1) has \( d \) nontrivial solutions for \( d \leq n + m + 1 - r \), then \( d \) arbitrary parameters in vector \( c \) can be defined by the construction of formal series (3.10). But in this case the coefficients \( a_i \) of the formal series (3.10) remains arbitrary and we again get \( n + m + 1 - r \) parametric family of generalized solutions (3.11).

As a footnote, let us note that if system (3.11) is not solvable then there are no generalized solutions of equation (1.1).
5. Conclusion

Novel approach to the construction of the generalized solutions of the Volterra integral equations of the first kind is proposed. This approach along with the methods presented in paper [4] and in the monograph [8] (chapter 6) provide basement for construction of the theory of generalized solutions of the conventional Volterra integral equations of the first kind in the Banach spaces.

The generalized solutions of the Volterra equations of the first kind can be constructed based on two-stage analytical-numerical scheme. The solutions have singular and regular components, which are supposed to be constructed separately. On the first stage the singular component can be constructed as solution of the special linear algebraic system. On the second stage the regular component can be constructed as solution of the special Volterra integral equation of the third kind.

Our current work involves regularized numeric methods [1] incorporation into the described method for nonlinear dynamic systems identification [6, 2].
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